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Newsletter for November 2019
I appreciate receiving your comments on this newsletter and any suggestions for future topics.  If there is someone you know who would be interested in receiving this newsletter, please feel free to forward the newsletters to them, or forward their e-mail address to me and I will include them in the distribution of future newsletters. If you wish to remove your name from distribution of this newsletter, please respond via e-mail.  Please see “Contact Us” at bottom for e-mail address for feedback, comments and removal from distribution.
To keep this newsletter relatively short, this is intended to be a broad overview of issues for maintenance, reliability, and asset management, rather than a comprehensive discussion of the topic.
This month’s newsletter is from Ben Stevens.  Ben can be reached at: StevensB@kingston.net 

If you have any questions or topics you would like to have us discuss, please send them to me.
Further changes have resulted in me again providing management consulting services under the Asset Management Solutions banner.  I will continue to collaborate with Ben to continue to share our knowledge and insights through these newsletters.  We have a number of readers worldwide and feel we have been providing a useful service to those who might otherwise want or need the alternate insights provided.

Note to Canadian subscribers:  With the change in anti-spam legislation, we are required to ask you to opt-in to confirm your wish to continue to receive our newsletter.  However, as we have never tracked the Canadian subscribers from our international ones, I am uncertain as to how to identify the Canadian subscribers who did not opt-in.  As noted in the first paragraph above of all the newsletters, please contact us to have your name removed from the distribution list.  We have honoured all past requests for removal and will continue to do so in the future.

	Using Risk Management to make Better Decisions in M&R- Part 1

This Newsletter will build on Len’s excellent September 2019 Newsletter by asking the key question: 
“So, what can we actually do about risk as it applies to Maintenance and Reliability?”.  
Historically risk has been the preserve of the insurance companies, and guess what, they charge high premiums for protecting the organization (I know, I was in charge of insurance way back when I was in the nuclear medicine industry!).  What we didn’t realise then, is how much we can lower our risk, and therefore how much potential savings there are to be gained – not only from lower premiums, but by using Risk to make better M&R decisions.
M&R Risks

First, let’s look at the kinds of risk that we encounter in our daily business of Maintenance and Reliability.   Here are the main ones:

· Poor or inadequate inspections;
· Use of wrong tactics and procedures;
· Poor quality spares decisions; 

· Bad estimates of maintenance intervals;
· Poor contractors;
· Total focus on achieving output targets at the expense of good preventive maintenance;
· Conflicting priorities;
· Inadequate budgets;
· Project overruns; and
· Safety and environmental incidents.
These are the symptoms which lead to unexpected breakdowns, more downtime, shorter operating cycles, higher cost maintenance, under-budgeting, delayed replacements – the same familiar stories that so many of us share.
Executive View of Risk

On the other hand, the senior executives of the organization look at risks entirely differently:

· Reduction in revenue, profit, and cash flow;
· Reduction in customer satisfaction, reputation, and market position;
· Reduction in public image and the attractiveness of the organization to investors and employees; and
· Impact on investors, shareholder returns and executive bonuses
Of course, we are all talking about the same thing, but from different viewpoints – both views are important, but how do we combine the data behind the two views into a single agreed position?

In M&R we typically calculate KPI’s to measure our success (and to be honest we often mis-use them) – common examples are:

· MTBF (Mean Time Between Failures);
· MTTR (Mean Time To Repair);
· MTTF (Mean Time To Failure);
· Number of Repeat Failures;

·  …. And so on….
This is good as far as it goes, but what is missing is the information that links this to the executive-level management’s viewpoint.   For this we need to add in the critical financial KPI’s such as ROI, profitability, cash flow and costs.  And we need to better understand and manage risk.  Our newsletters in recent years have covered these financials thoroughly, so there’s no need to revisit them here.  Instead we’ll concentrate on RISK.   

Definition of Risk in Maintenance & Reliability
A very simple and effective way of understanding Risk in Maintenance is to use a straightforward formula:
Risk = Cost of Failure x Probability of Failure

The importance of this formula is massive, as it allows us to answer a series of critical questions such as:

1. Should we do a PM, or continue to run?

2. If we continue to run, when do we say “enough, and we must do the PM”?

3. Should we buy a quality spare part, or a cheap spare part?

4. Should we stock a critical spare, or rely on delivery when needed?

5. Can we run an asset for another year, or should we replace it?

6. How much should we spend to protect the environment?

7. Do we need one back-up unit, – or two, – or three?

In all of these, the core question is:
How much should we spend to manage risk?

The underlying Golden Rules that we should all take to heart are:

1. If Risk > Cost of Prevention, then take action to manage the Risk.

2. But if Cost of Prevention > Risk, accept the Risk.

3. And remember that Risk will change with Time and Asset usage

OK, let’s get to specifics that we can work with…
Measuring Cost of Failure

Three key components:

1. The Cost of Repair and not only the standard labour and materials, but expediting costs, overtime costs, damage to related equipment and so on.  This data should be available on closed work orders.
2. The Cost of Output Losses and therefore revenue losses for the duration of the outage. This is made up of output loss per hour for the failed asset and its process X length of the outage.  Or you can calculate it as the number of lost units of output X the value per unit.  Notice that we are counting the lost revenue; therefore any slowdown in output rate counts as a failure.  This data should be readily available from Finance and Operations.
3. The Costs of Penalties and for a safety violation, or an environmental spill, the loss of public image through non-supply of services or products, the cost of a loss of a contract, reduction in sales,  public embarrassment etc. These costs are increasingly significant, and typically overwhelm the other cost categories. However, as they are very subjective, they are typically left out of the equation.  But we can’t ignore them – the best suggestion here is to detail the impact on your organization of these types of cost using a footnote to cost table.  See the sample below.
Figure 1:  Sample Failure Cost Report for year ending _________

Asset /System 
Repair Cost 
No. of Failures 
Failure Hours 
Revenue Loss per hour 
Total Revenue Loss 
Penalty Cost 
Total Failure Cost 
#5 Boiler 
2,400 
4 
16 
500 
8,000 
* A
10,400 
Circulation Pump 
12,000 
2 
6 
15,000 
90,000
* B
102,000 
*  Extended Failure will lead to short-shipping Customer A thereby risking the renewal of the contract (current contract is valued at $XXX)

This simple example summarizes the actual failure cost for a period that experienced 4 Boiler failures averaging $10,400/4 = $2600 per failure and 2 Circulation Pump failures costing on average $102,000/2 = $51,000 per failure.   But these are historical records – useful, but only part of the puzzle.  The next question is what will be the basis for future decisions.  For that we need to look at the Probability of Failure side of the Risk equation.
Measuring Probability of Failure

I’m often told that this is at best a guess; but once we start to break it down, then in practice we can usually get quite close.  What do we need? --- A probability percentage – which will be based on the following:
1. A time frame; because if there is no time frame, then the probability of failure will always be 100% - ultimately everything fails.  Clearly not very helpful; so instead we’ll use the expected useful life remaining in the current operating cycle – i.e. the remainder of the operating period before we take it off-line for the next scheduled maintenance.   If today is 5 November and the next scheduled outage is 14 January, then we will use the remaining 70 days of the operating cycle as the basis for our estimate. 
2. An estimate of the probability of failure before the maintenance action; for this we can examine:

i. The current condition as established by inspections and condition monitoring – i.e. where are we on the degradation curve

ii. The history of past failures, their frequency and the intervals between them (MTBF)

iii. The expected operations for the balance of the current operating cycle – ie load, daily uptime etc.  Moving from a single to a double shift will change our estimate.

Given reasonable data and familiarity with the equipment, most maintenance practitioners tell me they can get pretty close to a percentage.

3. A realistic assessment of how accurate are our conclusions.  Reliable and consistent data will increase the confidence levels; poor or substandard data (besides being a spur to improvement!) can be managed by using a range of probabilities.  For simplicity in our examples, we’ll use a specific % figure.

Combining Cost of Failure with Probability of Failure
This now allows us to calculate risk with a reasonable degree of accuracy; we can express it:  the 25% probability of a $100,000 failure gives us a actual risk of $25,000.

In my next newsletter, I will go back to the seven key questions listed earlier, and show how we can use risk in a practical way to improve our decision-making.

As always, we are keen to get your reactions and ideas – email me at stevensb@kingston.net 

	Upcoming

Please advise me, if there are other topics on maintenance management, reliability, project management, or physical asset management issues that would you would find of interest.
The 2020 version of PEMAC’s (Plant Engineering and Maintenance Association of Canada) MainTrain conference will be held in Saint John, New Brunswick, Canada.  For more information, see: www.MainTrain.ca.

	Contact Us

To provide feedback on this newsletter, including comments on past articles, ideas for future articles, add names for other interested colleagues or friends (please copy them with your request), or to remove your name from distribution of this newsletter, please e-mail me at len@asset-management-solutions.com.  

Please feel free to contact us to discuss any of your physical asset management issues.  See our web site at: http://www.asset-management-solutions.com for other information and past Asset Management Solutions newsletters. 
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